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1. INTRODUCTION

In recent years the Marine Physical Laboratory of
Scripps Institution of Oceanography has developed and
fielded several imaging systems for assessment of the
cloud field dynamics, as well as for visibility determina-
tion. The Whole Sky Imager (WSI) images the sky dome
and identifies cloud distributions, from which carih-to-
space cloud free line of sight, cloud free arc, and cloud
cover determinations may be made. The Horizon Scan-
ning Imager (HSI) images scenes near the horizon, with
a small field of view lens and near-photopic filtering, for
determining the visibility over extended paths.

Both of these units have been combined and adapted
for near-real time assessments, in the Automated Ob-
serving System (AOS) stationed at Otis ANGB. This
work has been reported previously in GL-TR-89-0061,
Johnson, et al, (1989), and PL-TR-91-2016(D), Johnson,
et al (1990), and PL-TR-91-2216, Johnson, et al (1991).

During the past year, work has continued to upgrade
the performance of the daytime HSI system, and extend
the HSI capability to the nighttime regime. This final
report discusses this work, as well as summarizing rec-
ommended upgrades to the AOS sysctem.

2. THE COMPOSITE HSUWSI OBSERVING
STATION

The composite HSI/WSI observing station includes a
daytime-capable HSI, and day-time capable WSI. In
addition, the HSI hardware and software capabilities
have been extended to be night-capable, i.e. provide
capability for determining visibility at night, although
the night capability is not fully automated at this time. A
night-capable WSI unit, for measurement of cloud fields
atnight, has been developed under separate contract, and
is a reasonable candidate for inclusion in the observing
station at a later point in time.

This section will provide a summary overview of the
daytime HSI and WSI components. The Night HSI will
be discussed further in later sections.

2.1 The Daytime HSI

The Horizon Scanning Imageruses asolid state Charge
Injection Device (CID sensor for the acquisition of 512
x 480 images of the horizon. The use of a 5 degree field
of view lens, in combination with an auto-iris and a
spectral filter (green, with a peak wavelength of 550 nm,
and a passband of 70 nm), allows the acquisition of high
resolution near-photopic images. A precision rotary
table is used for highly reproducible scene acquisition
around the horizon.

Dark targets are previously identified inthe scene ata
varicty of ranges. A sampie visibility image is shownin
Fig. 1. Inthis scene, the relative radiance of cach of these
targets is determined, along with the relative radiance of
the horizon at the same azimuth. From these determina-
tions, the apparcent contrast of each target with respect Lo
the horizon, Cy, is determined.

where
1Ly = Apparent target radiance
pLr = Apparent background radiance

Fig.1 Sample Visibility Image. Image was acquired with
the HSI, and resulting visibility computations are
performed automatically in the field.

Figure 2 illustrates the decrease in contrast of a black
target with respect to the horizon, as range to the target
increases. Note that the apparent contrast, i.e. the con-
trast as measured from a given range, decreascs expo-
nentially. This rate of decrease depends on the attenua-
tion cocfficient of the atmosphere. Visibility may be
defined as the range at which this contrast decreases 1o
the human contrast threshold, taken to be .05 in this
illustration.

The lowercurves of Fig. 2 shows the apparent contrast
of sample targets which are not perfectly black (inherent
radiance not cqual to -1). The HSI is able to measure the
contrast of non-ideal tarets such as represented by the
lower curves, at a variety of ranges, and mathematically
determine the visibility. The resulting cquation dis-
cussed in detail in Johnson, et al, (1989), is given below.
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V=r }n(co)/m(co] 2.2)

This technique has several advantages over visual
determination of the visibility. It can use targets which
are not black, which are not at a range equal to visibility,
and which are not physically adjacent to the horizon. In
common practice, the weather observer is forced to use
targets with these limitations, to varying degrecs, but is
unable torigorously compensate for the non-ideal condi-
tions,
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Figure2  Apparent Contrast vs. Range. Visibility may be
dcfined as the range at which the apparent contrast
of the ideal target drops to the human visual

threshold, shown as .05 in this illustration.

In comparison with point scatter meters and transmis-
someters, the HST has the advantage of using a long path
to the target, which yields a much more representative
determination. The ability to measure sector visibility,
i.e. the variance around the horizon, is also important for
many applications.

The basic functional characteristics of the HSIsystem
have remained essentially as described in Johnson, et al,
(1989). The general concept of its operational sequence
is illustrated in Fig. 3. The diagram has of course becen
simplified for clanty and does not include the myrniad of
housckeeping and control details that enable the auto-
matic image acquisition sequences.

The HSI continues 10 operate reliably, with reason-
able accuracy. This year’s upgrades to the daytime
visibility capability arc discussed in Section 4.

2.2 The Daytime WSI

Like the HSI, the Whole Sky Imager is a passive,
ground-based sensor. It uscs a fisheye lens to acquire
images of the upper hemisphere down to an 80 degrec
zenith angle. A combination of spectral and ncutral
density filters, in conjunction with a CID camera, enablcs
acquisition of images which may be fully calibrated
radiometrically. The 512 x 480 image resolution yiclds
a 1/3 degree spatial resolution in object space, for a
footprint of roughly 17 meters for a cloud layer at 3 km
altitude.
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The cloud data undergo several processing steps o
yicld a final cloud decision image, in which arcas identi-
fiedasopaque cloud arc displayed as white, thin cloud arc
displayed as ycllow, and no cloud (clcar) arc displayed
withblue. Data whicharenot valid ductoconditions such
as offscale dark are alsoidentified and so labeled. Ip this
procedure, a number of calibrations are appliced, to ac-
count for slight sensor non-linearitics, filter passband
differences, ncutral density spectral bias, and so on.
Images acquired at 650 nm (red) and 450 nm (bluc) are
ratiocd to remove most of the directional and temporal
variation in the background sky radiance. Inthe remain-
ing ratio image, opaque and thin clouds are identified by
ratio thresholds, yielding a determination such as shown
in Fig. 4,

This ratio technique more fully illustrated in Fig. 5,
allows a fully automated determination at cach pixcl
locationinthe scene. Itissignificantly morcreliable than
identification based on the radiance scene, bothduc to the
removal of the dircctional bias mentioned above, and also
because clouds can often be darker than adjacent sky
regions.

A further sophistication to the cloud identification
scheme uses an angularly dependent clear sky back-
ground ratio, normalized by acrosol load or hazincss, to
correct forthe residual directional bias in the ratioimage.
This technique, developed under scparate contract, has
not been applied to the composite HSI/WSI system. Its
advantages will be discussed in Section 5.

CLOLD DECISION IMAGE
STATION: COLUMBIA

T AUGHST 1988
1B GMT

CATE
Ting

Fig. - Cloud Decision Image. Each pixel location has been
wdentifiad as opaque, thin, or no cloud by an awtomared
alyorithm applied 10 WSTHimagery.

2.3 The As-Built Composite HSI/WSI

The as-built HSI/WSI umit is iltustrated in Fig. 6.
These two separate camera units are controlled by an
IBM AT-clone microcomputer with animage board, and
a 2.2 Gbyte tape system for data archival. Anaccessory
control panel, lustrated inFig 7, altows cithermanual or
computer control of the various functions such as filter
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changer selection, solar occultor angle, rolury table azi-
muth, and so on.

Fig.6 Composite HSI/WSI As-built Field Installation

Fig.7 Composite HSIYWSI Accessory Control Panel

The prototype visibility and cloud detection systems
were {abricated as two separate hardwarc/sofiware enti-
ties which need not necessarily be integrated into a single
electro-mechanical unit. Each may stand alonc and
functionindependently, orif desired, underthe control of

the composite HSI/WSI system the two sub-assemblics
may be opcrated jointly under an operator-specificd
time-share duty cycle.

A nominal automatic duty cycle is for the HSI to run
horizon swecps cach minute for cight minutes and every
tcn minuies insert a cloud cover measurement. In this
mode, the system will display its output products of
scctor visibilities and cloud cover to the CRT display
and/oroutput the datato printer forhardcopy. It will also,
at the operator’s discretion, archive both original imag-
ery and derived numerical products to its Exabyte tape
sub-system for later retricval and analysis.

3. VISIBILITY AT NIGHT

This section discusscs the extension of the HSI capa-
bilities to enable visibility determinations at night. First
the theory of visibility at night, and its implication for the
HSI algonithms, are discussed. The revision of the HS!
hardware is then described. The capabilities and limita-
tions of the CID camera for night time usc are discussed,
followed by sample calculations.

3.1 Definitions of Visibility at Night

Douglas and Booker (1977) provide an in-depth dis-
cussion of visibility at nigh't; a more succinct review is
given in Gordon (1989). This section gives a summary
of the results.

3.1.1 Basis for the defining equation used with trans-
missometers

The visibility at night has historically been defined in
terms of point sources. A point source with intensity I, in
a perfectly transmitting atmosphere, will produce an
illuminance E given by

E=1/r2 3.1

where I is given in candles, and E in lumen/km?2, or km-
candle (Douglas & Booker, p. 2-5). Note that even in
clear air, E is a function of range. (The luminance or
radiance of extended sources do not decrease as a func-
tion of r, in the absence of attenuation.)

Inareal atmosphere, there is attenuation which can be
characterized by the beam transmittance, defined as the
ratio of transmitted to incident flux. The illuminance at
range r becomes

E=TI/r? 3.2

were Ty is unitless. The attenuation of the atmosphere
can be equally characterized by the transmissivity T
(which is the transmittance over unit distance), or the




extinction cocfticient ¢ (which is the rate of change of
the flux). Thesc terms are related o transmittance by

T =717 ¢

r

(3.3

The Federal Meteorological Handbook (1988) de-
fincs the visibility as “the greatest distance at which
selected objects can be seen and identificd,” wher. the
visibility markers are defined as “dark or nearly dark
objects viewed against the horizon sky during the day, or
unfocused lights of moderate intensity (about 25 ¢d)
during the night.”

This is a psychophysical definition. Thus at night,
using Eq. 3.3, the definition of night visibility might be
stated as the distance at which the iluminance reaches a
certain psyehophysically defined threshold, when the
source intensity is 25 candles.

Let night visibility V be the distance at which the
tHluminance reaches a threshold E;. Then lettsr ¢ the
range r = Vin Eq. 3.2, and using Eq. 3.3, the defining
cquation for night visibility becomes

E =11"V? (3.4)

As discusscd in Douglas and Booker P. 4-16, this is the
most common form of Allard's law, and may be consid-
ered as the defining cquation for visibility at night,

The problem with this definition is that Eq itself is not
well behaved. There is considerable discussion in Dou-
glas and Bookerofthe best valuc to use, depending onthe
exactapplication. Valuesof.02t0.052 km candles were
measured in fog experimenis (Douglas & Booker, p. 4-
31). For pilot landing scenarios, tests yiclded values
ranging {from about 2 to 1000 milc candles.

A scries of tests was run at Nantucket Island in 1941,
comparing transmissometeroutput with visual sightings.
In these tests, the best fit was obtained not by using a
constant illuminance threshold, but by using an illumi-
nance threshold which itsellis a function of visibility. If
S is the threshold obtained at 1 unit distance, this yiclds
a new cquation,

SIV=17"/V? (3.5
or

S=1ITY/V (3.6)

where S = 052 for visibilily in km, or .084 for visibility
inmiles whenI=25 candle (Douglas & Booker, p. 7-17).
This relation in cffect states that although the illumi-
nance will still be as shown in Eq. 3.4, the cffective
illuminance threshold can be much higherin low visibil-
ity conditions than in ¢lcar air.

Douglas and Booker indicate that tns s the relation
that has been usad 1 the Unated States for convernting
transmissometer vatues to mght visibility since that ime,
The tables i the current Federal Meteorological Hand-
hook arc consistent with fiquation 3.0,

Thus whereas Eq. 3.4, Allard's Taw, 15 the detinmg
cquation, the threshold was found inat least one series of
tests to be a function of visibility, This vielded Fq. 3 6,
which is the cquation that is used in converting transmis-
someter values to visibility, This cquation will be called
the transnussonieter visibility in this section.

3.1.2 Comparison with Koschmicder Visibality

Equation 3.6 viclds a somewhat different reliation
between visibility and transmittanee than isnherent in
the daytime detimtion of visibility, In the dayvume, the
visibility is dcfined asthe distance atwhich ablack object
of certainsize may be seenagainst the horizonsky. Itcan
be shown that this reduces to the equation

T {(3.7)

when these ideal conditions are maintained. In Eq. 37,
€ is the human contrast threshold, T'is transmissivily, and
V is visibility. This is another form of Koschmicder's
law (Douglas & Booker Seen4.1.2), The WMO recom-
mends a threshold of .05, This 15 the relation used
currently in scatter meters.  Based on historic data,
transmissometers use £q. 3.7 with a € threshold value of
055.

The day (Koschmicder) and night (transmissomcter)
visibilitics, as defined by Eq. 3.7 and 3.6, arc comparced
in Figures 8 and 9. Figure 8 shows the visibility values
as a function of the extinction cocfficient (g in Eq. 3.3).
Figure 9 shows the night visibility as a tunction of day
visibility. In Fig. &, for a given value of extinction
cocflicient, the day and night visibility values may be
quite ditterent. This implics that the value of visibilily
makes an abrupt change at dusk, even if there s no
change in the atmosphere. This is an artifact of the
current approuach to the definition of visibility: rather
than being a term which is a well defined measure of the
atmosphere, 1t 15 a term which attempts to predict human
response. - At dusk. as the available targets change, and
the human response changes, the visibility determination
changes.

3.1.3 Common Usage of the Visibility Equations

Mostusers appearconsistent inusing the Koschmicder
cquation duning the day, During the day, transmissom-
ctersdefine visibility interms of transmissivity using Eq.
3.7, the Koschmieder cquation, and a threshold of 055,
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Scatter meters use a threshold of 0S5 The HSI daytime
algorithms are also consistent with this definition and a
threshold of .0S.

At night, cven though Allard’s law is a ddfining
cquation, both Koschmicder visibility cquation (Eq. 3.7)
and transmissomcter visibility equation (Eq. 3.6) arc
used, as showninFig. 10. Atnight, transmissometers use
Eq. 3.6 with a threshold of .084 (mi). The Europeans use
Eq. 3.7 and a threshold of .08 at night. Even though the
transmuissometer oulput is apparcatly used only in low
visibility conditions, the original tests indicate Eq. 3.6
should also be a reasonable relation to use in clearer air.

Day Visibility

e= TV Koschmieder

= .05 WMO, Scatter Meters

g = 055 Transmissometers
Night Visibitity

S=1T"/v?  Allard

S=1ITY/V Transmissometers

£= TV European; scatter meters

Fig. 10 Visibility Eguation Usage

The weather reports use mostly visually determined
values, which are retated to the state of the atmosphere,
but arc certainly not a tight measure of the state of the
atmosphere. Undcerideal conditions. the psychophysically
defincd visihility may be theoretically related to the state
ofthc atmosphere. In practice, however, thehuman often
uscs targets that are not ideal. If a non-ideal target at a
givenrangeisjustvisible, thenthatrangeisdefined as the
visual range for that target. That visual range as dis-
cusscd by Douglas & Booker, p. 2-17, is not the same as
the visibility.

The level of the background luminance has a strong
impact on the ability of a human to scc a given light.
Howeverthe delinition of night visibility may be consid-
cred 1o include the stipulation that the light be scen
against an essentially black background.

The requirement for black background is not stated
cxplicitly, however Eq. 3.4 and 3.6 arc only valid if the
background is cssentially black. Since this is the normal
defining cquation, and is also uscd in applying transmis-
somcter data, it may be considered part of the normal
dcfinition,

Douglas and Booker(p 4- 171 discuss the implhications
ol a non-black background in greater detatl In some
visual problems, such as runway approsch hghts, the
hackgreund is less than 1% of the source. Inothers, such
as with taxiway lights, the background can be significant
It would be feasible with the HSTocorrect Eq. 3.6 forthe
background that obtains at the time of measurement
{(Douglas & Booker p. 4-17), i order to predict how
human might see 25 candic hahts agamst tms particulsr
background.

We propose that the HSI compute the Koschmieder
visibility (Eq. 3.7 with a threshold of 155 as the best
measure of the state of the atmosphere. In addition, the
night transmissometer visibility definition (Eq. 3.6 with
a threshold of 084 {mi); could be used 10 provide an
optional output.

Considering the multiplicity of defining expressions
and terms, as noted inthe preceding paragraphs, it should
be noted that the terms Runway Visibility Valuc (RVV),
Runway Visual Range (RVR), and Mcteorological Opti-
cal Range (MOR) arc other parameters closely related to
visibility. A full discussion of these concepts is beyond
the scope of this report. A varicty of definitions, includ-
ing psychophysical definitions, arc givenin Douglus and
Booker (1977) and the Federal Mcetcorological Hand-
book No. 1T (198K).

3.2 Measuring the Optical Attenuation at Night

The above defining cquations rclate the visibility to
thetransmissivity of the atmosphere. This transmissivity
may be determined with the HST using citherof twomain
approaches: basing the computations on absolute mea-
surements, and basing thcm on relative measurements
Gordon (1989) suggests using measurcments of the rela-
tive illuminance (apparent) of lights of cqual intensity
(whichis aninherent parameter). Theoretically. it should
be feasible 1o determine the extinction from any set of
lights of known inhcrent relative ouiput. This section
discusses first the absolute approach. then the relative
approach.

The equations will dilter somewhat depending on
whether the targets are sub-pixclin size, orfarger. If the
targels are largerthan a pixel, then they may be treated as
an extended source, and one uses the measured absolute
or relative luminance. It the targets are sub-pixcl, they
act as a point source.  In this case the luminance is
undefined and onc uses the intensity. Scction 3 develops
the equations for the extended source.

Note that in this section cither the term radiance or
luminance could be used. Thescterms are notequivalent,




however the beam transmittance may be determined
from cither parameicer.

3.2.1 Absolute Mcasurement Approach

With an cxtended source, the absolute approach to
determining transmissivity is theoretically quite simple.
The apparcnt luminance Ly of a light at known distance
is mecasured. If the inherent luminance (L, is known (or
derived from clcar night measurements), then the beam
transmittance may be found from

T, = L. /,L, (3.8)

The transmissivity may be derived from the measured
luminance by

T = Tr”' = (lLr/an)”t ) (39)

The Koschmicder visibility equation 3.7 may be cx-
pressed as

V=Imhe/InT . 3.10)

Substituting Eq. 3.9 for T, the equation for determining
visibility given the absolute luminance values foratarget
becomes:

%zlnelln(tL,/‘Ln) 3.1

To determine night transmissometer visibility from
the absolute measurements, one may usc Eq. 3.6, which
givesthe night transmissometer visibility as a function of
the transmissivity. Thetransmissivity isderived from the
measured values using Eq. 3.9. Once this transmissivity
is determuined, the night transmissomeler visibility is
determined iteratively from Eq. 3.6.

It should be noted that the night visibility is defined
only in tcrms of point sources (Eq. 3.6 implics a point
source). It might scem odd to measare it using extended
sources. The reason this is possible is that the transmit-
tance may bc determined using cither point sources or
extended sources. Equation 3.6 then gives an approxi-
mate indication of how far a human could scc a point
source, given an atmosphere with the given transmissiv-
ity. (The distance over which a human could scc the
extended source isnot the same as the night transmissom-
cter visibility defined by Eq. 3.6.)

Whercas the absolute approach is theorctically quite
convenicnt, it requires a very stable system, and/or a
mcansof correcting forsystem absolute response changes.
For this reason, it may be preferable 1o use a visibility
determination which does not depend on stability of the
sensor over long periods.

3.2.2 0 Relative Measurement Approuach

Inthissection, we derive the equations which could be
uscd to derive visibility from relative measurements. As
in Scction 3.2.1, we will assume extended sources; the
changes to point sources dre given in Section 3.2.3.

Considera sctol sources with kniown relative inherent
illuminance, We will use L™ for absolute illuminance
and “N” for relative iluminance. Then source 1 hus an

absolute inherent ifluminance given by

xLo = (;I ;-\'u

(3.12)

where Cy is an unknown constant that is the same for all
of the sources. We are able to measure the reluuve
apparent itluminance given by

N =C, L (3.13)

where C7 is an unknown constant that may vary from
imagetoimage, as the camera absolute response changes.
The apparent illuminance is related 1o the inherent iflu-
minance by

(3.14)

and thercfore the apparent relative illuminance is related
to the inherent relative tHuminance by

nNr = C2 er = Cl (TY 1‘“”) = Cl ClTr :N (3]5)

Y

If one measures the apparent relative illuminance of
two sources, with known inherent relative illuminance,
onc may ratio them o derive the transmissivity, as
follows. First, the ratio of the measured relative values is
given by

1Nr — C1C2 T an - T(n—r,)&_
2Nr CICZ Tr, 2No ZNn

(3.16)

Where both targets are from the same image so that Ca is
constant. Taking the logs of both sides yiclds

ln(-‘N—’]:(r,—rz)ln’l’wfln—’—gfL 3.17
from which
T =— 1n{‘—‘§-j ~ Do
(rn-r) 2N, 2N,
= 1 In( !'\’,r :.‘Nn]
(n-n) N, N, (3.18)

Eq. 3.18 may be substituted directly into the equation
for Koschmieder visibility, as expressed in Eq. 3.10.
This yiclds an equation for deriving visibility from rela-
tive luminance valucs:




(n-r) Ing/ln (-LN—'

24y

ZNn )
lNo

For night transmissometcr visibilily, we derive the
transmissivity (rom Eq. 3.18

_ [ﬁ.f. _&} i)

ZNr lNo
and then usc Eq. 3.6 to iteratively determine the night
visibility. Asdiscussedinthe previous scction, thisis the
night visibility of point sources, even though it has been
derived indircctly by using transmissivity dctermined
from measurcments of extended sources.

\Y (3.19)

(3.20)

3.2.3 Summary of the Visibility Equations

As shown in Fig. 11, there are several choices for
defining equations to use with the night WSI1. First, there
is the Koschmicder’s law, used during daylight and also
used in many cases at night. Nextis Allard’s law, from
which the night transmissometer visibility definition
arises. We recommend using the Koschmieder visibility
with the HSI, with the night transmissomcter visibility as
an option 1o be added at a later time,

On the right side of Fig. 11 are shown the methods of
using the HSI 10 dctermine the transmissivity which is
input to those defining equations on the left half of the
figurc. The top cquation is that used with the HSI during

Defining Relation to
Eguations Measured Values

C
V=rinl-£ /inl =
:n(cojm[co}

V:rlne/ln(%}

t~o

2'Vo

N
V = (1T p)Ine/ ln{'—-L N }
oN

r Vo

Allard
E =ITV/Vv?

T =(lL!/tLo)m

[1Nr 2No}”“'_'2)

2Nr 1No

“ig. 11 Defining Equation Relations for HSI Visibility
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the day, and is based on the measured contrast. Atnight,
the transmissivity may be determined from either the
absolute or relative radiance of lights, as discussed in
sections 3.2.1 and 3.2.2, yiclding the remaining equa-
tions shown in the figure. We feel that the relatve
approach should be the most accurate determination {duc
1o camecra long-term dnft), but feel both approaches
should be tested. Thus the recommended equations are
Eq. 3.19 for the primary cquation, and Eq. 3.11 as the
alternative test cquation.

3.2.4 Conversion to Point Sources

If a given source is smaller than a pixel, then 1t is
cffectively a point source. In this case, the luminance of
the source is undefined, and the loss of flux is measured
in terms of illuminance. The beam transmittance 1§
unchanged, but whereas the loss of luminance is given by
Eq. 3.8, the loss of illuminance is given by Eq. 3.2.

One can show that the equations given in Section 3.2
may be converted from cxicnded to point sources by
using the apparent illuminance, (E;, in place of the
apparent luminance Ny, and by using 1/ r2in place of the
inherent luminance (Ng. In the above, the intensity is
denoted (I rather than (1, since intensity is by definition
an inherent property. Thus, Eq. 3.19 becomes

2l
V= :

(3.21)

~ =
~ u‘"‘ ~

| SER— )

[LE
(h-r,) Ing/ln}-=
{ ZEr 1
Here E and I should be understood to be relative values
of illuminance and intensity and Eq. 3.11 becomes

r 2
V= rlnz/ln[‘}?, )
1]

Inpractice, ifthe rangeto atarget will not he changing,
it is probably most convenicnt 10 use equations analo-
gous to Eq. 3.19 and 3.11 whicre the apparent propeny is
the apparent illuminance, and the inherent propenty is the
iluminance that would be observed at the target range
given zero attenuaaticn.  In this way, the sysiem can be
programmcd with the same equations, whether the sources
are point or extended, as long as care is taken in under-
standing the appropriate inhcrent property 1o input.

3.3 Hardware Adaptations for Visibility at Night

In order to determminc visibility at night, it was neces-
sary 10 have a system with sufficicnt scnsitivity for
imaging lights of opportunity at night. As discussed in
Johnson et al (1990), initial tests with an intensified CID
systemdid not yicld adequate stability and image quality.




[t was decided to utilize the injection inhibit capability of
the CID cameras, in which the signal is allowed to
accumulate formultiple frame periods before reading out
the accumulated signal (before injecting the electrons
into the substrate for readout). This necessitated three
changces: changing the camera usage, changing to a new
imaging bourd, and adding an interface circuit.

3.3.1  CID Injection Inhibit

The following description of the CID injection inhibit
is extracted from Johnson, et af, (1990).

The sensorsub-system uscd in the HSTisthe CID 2710
which incorporates CIDTEC's exclusive Charge Injec-
tion Device (CID) sensor into a high-quality, solid state,
monochrome RS-170 camera. (Ref. Vol 1)

*“The Charge Injection Device is an X-Y addressable
image sensor organized so that photon-generated charge
can be rcad at cach sensing sitc (pixel) through local
charge transfer. Injection into the underlying substrate is
used to clear cach pixel of signal charge and start a new
signal integration period {television frame time). These
images are fabricated in an ¢pitaxial layer; the epitaxial
junctionis reverse biascd and used as a common collector
to remove the injected charge from the device. The
conscquences of this organization are numerous. Since
charge is senscd locally, there arc no paths along which
optical overloads or defects (black or white faults) can
propagate. Charge transfer losscs arc not cumulative.
Pixels can be contiguous, leading to high modulation
transfer function and high quantum efficiency. The
sensor has inherently low dark current; the depletion
region of cach pixel is smaller than the photo sensitive
region and inversion charge can be used to quench
surface leakage current. Read-out can be non-destruc-
tive allowing on-chip signal proccssing, and the X-Y
addressable array can be random accessed.” (Grafinger
& Michon)

The HSI system takes advantage of the inherent char-
acteristics of the CID 2710 camera system to address
scveral low light level measurement scenarios without
the need for extcrnal image intensification. This is
accomplished by implementing the Inject Inhibit func-
tion available in the standard camera configuration. In
this mode, normal destructive readout is interrupted by
the Inject Inhibit function which permits the imager to
intcgrate for longer than one frame time. The 2710
continues to integrate as long as the Inject Inhibit func-
tion is engaged, facilitating user controlled time expo-
sure. Scveral mock-up circuit boards were built by MPL
to enable the selection of integration intervals ranging
between 2 and 200 frames. At standard video rates of 30
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frames per second, these mtegration intervals represent
rouphly 60 mitliscconds upward to 6 scconds.

3.3.2  The VS-100 Image Board

Under tntegration, the CHD camera outputs a signal
which remains in R§170 format, however dunng the
intcgration interval, the output frames on the RS170
signal have O analog signal, ic. are black. Figure 12
shows a simplificd rendition of the RS170 signal
vertical frame rate. At O inlegration, i.e. normal video
rate, the CID outputs cach ficld separated by verical syne
information, withtwo ficlds creating a full frame. (Each
ficld consists of the output from cither even or odd scan
lines, with horizontal sync information betweenlines, ref
Varah and Sprink. 1991.) With intcgration set to 1, the
camera integrates during an extra frame, during which
time the active vidco output is 0. This is followed by a
frame with the integrated video signal rcad out. Simi-
larly, as shown in Fig. 12, at higher integration scttings,
the video output is 0 during integration, followed by a
rcad-out frame.

The signal is read by the control system through an
imaging board, which performs the following on-board
functions: A/D conversion, frame memory, image pro-
cessing, and D/A fordisplay onthe monitor. Thedaytime
HSI and WSI both usc an Imaging Technology FG-100
board. For night opcration with the injection inhibit
function, it was necessary to change to the VS-100 board.
The primary new feature of this board used in this
application is the external trigger. That is, this board
allows use of an external trigger for frame grab, so that
the readout frame could be grabbed, ratherthanonc of the
black frames output during intcgration.

3.3.3 The Integration Control Circuit

In order to fully synchronize the VS-100 board with
the camera injection inhibit, it was necessary 1o design
and build an intcgration control circuit. This circuit is
documented in Varah and Sprink (1991),

The control interface allows control of the integration
period cither through computer, or manually via thumb
wheels. The control circuit, synced by the vertical sync
from the camera, sends a signal to the camera to start
integration. Atthe same time, it begins counting integra-
tion pcriods. On complcetion of the desired integration
interval, it sends a signal to the frame board to grab the
nextoutput framc, and sends asignal to the cameratostop
intcgration, The above is a conceptual overview; in
practice, the control is considerably complicated by the
need for appropriate delays for coordinating the camera
and frame board.




odd even
tield field

/—"—\/‘A—\/——/‘*‘\’

full frame

vertical sync inj Inh

l ,1 Setting

} } ]

o '

L

1

v u U

|

integration readout

integration readout

I I S N

integration

I N N N

readout

I | 2

{

I

|

integration

readout

Fig. 12 Conceptual illustration of cutput RS$170 Video Signal
(Vertical frame rate) at various injection inhibit scttings

3.3.4 The Auto-iris Inhibit

Nomnally the auto-iris reads the output video signal,
and adjusts the aperture opening to keep the signal at
some presct level, nominally mid-scale. There were two
concems with the use of the auto iris at night. First,ifthe
camera integrated long cnough for the signal to become
rcasonably bright, the iris might begin to close in re-
sponsc. This would be counter-productive; it makes no
scnse 1o use integration for increased signal, then de-
crease the signal with an aperture. Secondly, depending
ontheintegration period used with the iris, there might be
unpredictable response t¢ the changing video output
during integration, as the output changes from black
during integration to grey during readout (as shown in
Fig 12).

In order 1o defeat these problems, it was decided to
control the auto iris such that any time injection inhibit is
uscd, the auto inis is disabled and forced fully open.
When an injection inhibit sctting of 0, or video rate is
used, the auto iris is enabled.

Allofthe above hardware changes have been builtand
tested. They perform nommally, and arc consideicd
operational at this time.

3.4 Software Adaptations for Visibility at Night

There were very significant changes to the HSI/WSI
softwarc during the last year. As discussed in scction
3.4.1, software to cnable night data acquisition was
written. Scction 3.4.2 discusses the changes to the
daytime code, for compalibility with the new VS-100
imaging board. Additional changes to the daytime code,
10 cnhance its capabilitics, arc discussed in Section 4,
whichdiscussesrefinementsto the HSHdaytime capabiti-
tics.

3.4.1 Night HSI Programs

Three programs were written for handling data acqui-
sition with integration. The primary program for night
data acquisition is Program GETNITE. This program is
designed to run unaitended, (o let the user grab night
imagery and store the images on Exabyte tape. The user
may cnler stan time and stop time, and acquire images at
a varicty of integration levels automatically.

Program INTGRS is a utility designed for use in
calibration and other camera tests. This program allows
thc userto enter the integration level either via keyboard
ormanually, and acquire and save imagery. The inlegra-
tion level may be varicd during the program,




Finally, Program VSUTIL is a general utility program
for accessing the VS100 board. I was quite preliminary,
howeverit may stiil be used foraccessing the data stored
on tape, when a machine with a VS100 board in place is
used. This is not normaliy uscd in-house, as imagery
saved with any of the above programs may be accessed
on any of the in-house computers with FG- 100 boards.

3.4.2  Adaptation of the Day HSI/WSI programs for
VS-100

Changing from the FG 100 image board to the VS-100
board, 10 cnable using injection inhibit for on-board
integration with the CID, had one unfortunate result: the
software had to be changed, cven for daytime use, be-
causc the VS-100 board is not downwardly compatible
with the FG-100 board. As a result, all of the daytime
code, for both WSI and HSI, had to be changed. Thesc
programs are listed below,

Primary Programs

Setupvis - Creates azimuth sclection file, allows user
to change input paramectcers (range, thresh-
old and inherent contrast).

Vistex15 - Automated visibility detcrmination
prograri.

Wsiten - Cloud cover determination program.

Fixhome - Fine tuncs home position.

AVS - Program is now called Snglvis. Computes
visibility for a range of inherent contrasts.

Scevis - Displays image disk file to RGB screen.

Savimg - Allows uscr to digitizc an image, then
save it to disk.

Savrgb - Allows user to save image currently on
RGB screen to disk.

Viewvis - 8mm dala tape crealed by Vistex 15,

Programs such as Move which move the rotary table
to a uscr sciected azimuth and Printvis which prints and
translates visibility data files into a spreadsheet format
are not affected by the VS100 board.

The changes to the daytime programs to cnhance to
enhance their capability are discussed in Section 4.

3.5 CID Camera Behavior under Integration

In order 1o acyuire the night data, it was necessary o
use the CID camera inintegration mode, as discussed in
Section 3.3. A scriesoftests and radiometric calibrations
were run on the CID cameras 10 determine whether this
modc of operation introduced any signal peeuliaritics
which must be accounted for in the data handling.

Several in-house cameras were tested, and found to be
deficicnt in a varicty of ways, even though they behaved
well under normal video mode use. Since the faults
appearcd o be refated 1o aging, (wo new cameras were
purchased. These were found to behave adequately. This
scction first describes the behavior of the new sensors,
and then discusses the types of faults which occurred in
those camcras which had begun o age.

The CID camera is reasonably lincar, in the sense that
a fractional change in input flux yiclds a similar frac-
tional change in output signal. Fig. 13 shows the results
of a lincarity calibration, acquired at normat video rate.
The system is quite lincar over most of the span, with
some decreasc in signal relative 10 the expected signal at
the bright end. This is quite typical of the CID scnsors.
If the scnsor is used in the visibility system without
correcting for this slight non-lincarity, the resuiting error
is typically 7%, when the horizon radiant signal is about
200. As mentioned carlier, we recommend changing the
currcnt HS1 algonthms by applying the lincarity calibra-
tion results to the imagery o correct for the non-lincanity.

When the sensor is calibrated using integration, an
abnormal feature becomes immediately apparent onmany
of thc cameras, including one of the two new ones. The
altemmate ficid lines have slightly different magnitude;
thatis, the odd ficld and even ficld have stightly different
signals (ref Fig. 12). Whereas it is part of our normal
procedure to adjust the altemnate ficid lines at normal
video rate in the clectronic calibration, there is not a way
to adjust this under intcgration. As an cxample, the new
camera with this problem had a standard deviation in the
signal over a 20 x 20 pixel square of 2 counts in vidco
mode, and about 10 counts at integration level 1.

As shown in Fig. 12, the output signal is nominally
zcro during the integration period. With those sensors
showing the alternate ficld offset, there is a non-zcro
signal {or onc of the ficlds cven during the integration
period. For this reason, we would recommend further
cvaluationof potential ways to correct this alierate ficld
problem prior to purchase of any additional units. It may
be preferable at this point to convert to a CCD sensor, if
onc with better operating characteristics is available at a
similar price.
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Results from asample calibrationof signal vs. integra-
tion period are illustrated in Fig. 14. The pixels continue
to reccive flux during the rcadout interval, as well as
during the integration interval, so the expected signal
should be proportionalto (1 + 1), where lis the integration
interval. In Fig. 14, the straight linc represents this
cxpected relationship. The measured response is quite
closce to this expected response. The lower curve in Fig,
14 will be discussed later in this section.

Measurements similar to those shown in Fig. 14 were
also acquired for a variety of other signal levels and
integration periods. It was determincd that whereas this
camcra is well-bchaved out to an integration of 10
periods, the signal is non-lincar beyond an integration
level of 20 periods, even when the signal is low cnough
to be well onscale. Beyond 20, the signal becomes quite
non-lincar, with an output lower than expected based on
the (1 + 1) relationship.

Thus the new CID sensors were reasonably lincar in
terms of signal vs. input flux, and quite linear in terms of
signal vs. integration period out to 10 periods integration.
The CID performance in other respects was quite ad-
equaic, cxcept that some new scnsors apparently have a
ficld offset in integration mode which degrades the
quality of the measurements.

The response of the CID sensors to aging is also a
scrious concem with respect to their use under integra-
tion. We had in-house several sensors of varying ages,
which were still quite good for normal full video rate
usage. That is, the dark levels were reasonably low,
standard deviations low, and other features such as ramp-
ing and field offset low. However, under integration,
none of these older sensors (same model, longer usage)
performed adequately. One camera had full dark levels
which became quitc high underintegration. Anotherhad
a severe field offset problem.

The most common problem with these older CID
sensors was that the behavior with integration was no
longer lincar. The lower curve in Fig. 14 illustrates the
rolloff feature vs, integration period, which was common
10 the older cameras. Not only was this rolloff quite
camcra dependent, but it was scenc dependent.  The
example given was acquired with a uniform image, i.c.
one brightness level over the full array. The rolloff was
much more extreme when only one portion of the array
was illuminated. Thus the calibration becomes both
scene and integration level dependent in the older sen-
SOrS.

We do not know what aging ratc is critical for the
sensors, We feel that the problem may be due to recom-
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bination of the electron-hole pairs at the sites of crystal
defects, and that a measure of the background dark level
may be in reasonable indication of this aging process in
the crystal. However this is surmisc only at this point

1t is fair to say that the CID sensors are quite cffcctive
for daytime visibility, and arc adequate for night tests
rcquired to further develop the concept of determining
visibility at night. Howeverthesc sensors are not optimal
over the long term (or night visibility acquisition, duc to
theirunfavorable response under integration after aging.
Slow scan CCD sensors have more than adcquate sensi-
tivity for both night and day visibility applications, at a
higher cost. A high priority should be evaluation of the
relative cost and ments of the variety of solid state
scnsors currently available for this task.

3.6 Sample Night Visibility Computations

To provide a sample computation of the tcchniques
discussed in the previous sections, we acquired dala
during the daylight and cvening hours on a ¢lcar day and
a foggy day. First, the samplc daytime images extracted
for study were uscd to derive daytime visibility n the
normal manner. The resuits were about 26 miles on the
clcarday, and 2 milesonthe foggy day, as shownin Table
1.

Table 1
Day Visibility Sample Values

Date Time Azimuth Visibility
16 Jan | 234224 80 28 mi
16Jan | 235651 110 25 mi
23Jan | 001224 80 <2.6mi
23 Jan | 002651 110 2.0 mi

In order to evaluate the night data, we first had to
estimate the inherent signal, i.c. the signal corresponding
to 100% transmittance. To do this. we assumed that at
night on the 16th the visibility was still about 26 milcs
and uscd this data to determine the inherent signal from
sclected lights. Then using this approximate inherent
valuc, we computed the visibility for 23 Jan at night,
using the measured night signals.

We were able to find 4 targets which were onscale
both nights at the same integration period, at azimuth 80.
Atazimuth 110, there were no targets onscale bothnights
with the same integration period, but the usc of different
intcgration periods allowed sclection of two targets with
onscale data on both nights.
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The computation of the inherent signal is shown in
Table 2. In Table 2, data have been extracted from the
clear night images. The background signal, a combina-
tion of path radiance and sensor dark level, wasextracted
a few pixels below the light, and the signal corrected for
the background is computed. Given the range to the
target, the approximate transmittance may be estimated,
assuming a visibility of 26 miles (the visibility measured
earlier during the day). From this computed transmit-
tance and the background corrected signal, we may
compute the signal which should occur if the beam
transmittance were 100%. This is labeled the “pseudo
inherent signal”. This label reflects the fact that since
many of these lights may be point sources, the pseudo
inherent signal docs not refer to the signal at zero range;

rather it refers in this case to the signal at the given range
which should occur if the transmittance were 109

Once a pscudo inherent signal is computed for cach
target, the data from other nights may be used to estimate
the visibility. This procedure is illustrated in Table 3
using the foggy night imagcs. Inthistable, the first signal
shown is the pseudo inherent signal from Table 2. Next
is the raw signal and adjacent background, which is
subtracted 1o yield the correcied signal. At the 110
azimuth, the corrected signal also reflects an adjustment
for the integration period of 7, to correct it to the signal
appropriate for an integration period of 4. The visibility
is then computed dircctly from Eq. 3.11, the derived
visibilily equation using the absolute approach.

Computation of Inherent Sig:::’;?rtz)m Clear Night Data (16 Jan)
Range Est Pseudo
Date Tgt# | Raw Sig | Bkgnd | Corr Sig (mi) Trans. Inh. Sig.
Azimuth 80, Int level 4, Time 040601
16 Jan 1 174 36 138 1.2 .87 159
16 Jan 2 107 29 78 1.1 .88 89
16 Jan 3 95 28 67 1.1 .88 76
16 Jan 4 217 30 187 1.1 .88 212
Azimuth 110, Int level 4, Time 035019
16 Jan 5 12 28 84 238 72 117
16 Jan 6 182 20 162 2.8 72 225
Table 3
Computation of Foggy Night Visibility (23 Jan) Using Absolute Equation
Pseudo Raw Corr
Date Tgt # | Inh. Sig. Signal Bkgnd Sig Vis {mi)
Azimuth 80, Int level 4, Time 040601

23 Jan 1 159 71 28 43 2.8

23 Jan 2 89 52 25 27 2.8

23 Jan 3 76 49 25 24 29

23 Jan 4 212 39 26 13 1.2

Azimuth 110, Int Icvel 4, Time 042218
23 Jan 5 117 53 28 15.6* 4.2
23 Jan 6 225 S0 30 12.5* 29

*Corrccied for both background signal and Integration 7 vs Integration 4 calibration

17




In Table 3, most of the values are reasonably consis-
tent indicating a visibility of about 3 miles. This is
consistent with the. daytime visibility of 2 mtles mea-
sured carlicr in the day. Those discrepancies tha' occur
may have been caused by the 1 s¢ of some lights with
varying output. In actual practice, it would be necessary
to build a library of target lights with reasonably steady
output. Foraninitia! sample, these results are reasonably
encouraging.

The relative approach given by Eq. 3.19 may also be
illustrated with these data. Two examples are given in
Table 4. Hecre Target 5, which yiclded a somewhat
inconsistent visibility in Table 3, using the absolute
approach, yiclds a slightly morc inconsisicnt valuc using
the rclative approach. Target 6, which yickded a consis-
tent result using the absolute approach in Table 3, also
yielded a consistent result using the relative approachin
Tablc 4.

In summary, the equations developed in Section 3.2
yielded reasonable results in this casc study. During the
day, the visibilities were around 26 miles on 16 January
and 2 miles on 23 January, If one assumes that the
visibility (Koschmieder visibility) was still about 26
miles at night on 16 January, the computed visibility for
23 January at night was about 3 miles. Given that the
acrosol may have in fact changed with the onsct of
evening, these arc quite reasonable results.

To automate this techrique would require several
steps. Sensitivity studics, to evaluate the relative merits
of the absolutc and relative technique should be done. In
addition, it would be necessary to determine which light
sources arc most steady, and do a more thorough deter-
mination of their inherent characteristics. We feel the
night visibility rcsults are sufficiently promising to rec-
ommend continued development in this area.

4. DAYTIME HSYWSI SYSTEM REFINEMENTS

A number of improvements to the daytime capabili-
tics of the HSI/WSI sysiem were cvaluated and/or in-

stalled. In this ncxt section, we first review the refine-
ments which have been fully programmed. There is a
discussion of an in-depth sensitivity study of the HSI,
which revealed a number of areas of potential system
improvement. Finally, there is a discussion of a recom-
mended change to the day visibility equations inuse inthe
HSL

4.1 Changes to the HSI/WSI Programs

In addition to the changes discussed in Section 3.4, 10
cnable using the daytime programs with the VS-100
imaging board, scveral other changes to the daytime
programs were made.

Perhaps the most significant is that the numbcer of
allowable targets withinascene wasincreased to 16, This
is important in increasing the accuriacy of the determina-
tion, for the following reasons. As noted in Shields, ct al,
(1991), theerrorin visibility determination duc to changes
in the inherent contrast of the target with respect to the
background can become quite large when the target range
becomes short with respect to the visibility, i.c. when V/
rbecomes high. On the other hand, the error in visibility
determination duce to errors in measured target orhorizon
radiance become large when the target range approaches
the visibility too closcly, i.c. when V/ris too closc 1o 1.

For thesc rcasons, the HSI algorithm has automatic
cutoff values for V/r. If V/r for a given targcet is bctween
1.15 and 4.0, the visibility determincd using that target is
given preference in the sorting algorithm which deter-
mincs the final visibility for a given sector. Thus, on a
clear day, the optimum targets may be quite distant,
whercas onahazyday, the optimum targets will be closer
to the observer.

By allowing the usc of up 1o 16 targets within a given
scene, it becomes possible to have serveral targets at a
wide variety of ranges. Thus it beccomes more likely that
for a given visibility condition the HSEhas targets within
the optimal range, and can thus yicld a more accurate
value.

Table 4
Computation of 23 Jan Visibility Using Relative Equation

Night Visibility using Relative Approach

Vis

Paint 1 Point 2 rq r; 1N 2N, tNo 2N (mi)
Tgl. 5 Tat. 2 28 1.1 5.6 27 117 849 6.2
Tet. 6 Tgt. 2 2.8 1.1 12.5 27 228 89 3.0

18




The HSI programs have also been changed to allow
selectionof larger horizon regions of interest (ROI). One
of the uncenainties with the HSI is the error caused when
there are clouds present in the horizon ROI. By selecting
larger ROI's, the user can evaluate the variance within
the horizon ROIL. We reccommend using two horizon
ROI’s, and adding an automated check which determines
if both regions have similar averages and low STD's, as
a means of detecting significant cloud contamination.

Several additional program changes were made for
user convenience. These include saving a raw image
without the ROI's overlaid (in addition to saving the
image with ROI's), embedding the target information in
animage header, saving the WSIinformationtodisk, and
updating the Program SNGLVIS, which allows later
evaluation of archived images.

4.2 Sensitivity Study of Daytime Visibility

A sensitivity study was made, to determine the most
significantsources of errorinthe HSIsystem. This study,
Shiclds, et al, (1991), cvaluated the impact of changes in
the inherent contrast of the target, measurement ¢rrors,
and changes in camera sensitivity. The summary and
recommendations from this report are extracted below.

4.2.1 Summary of the Scnsitivity Study

Two summary plots, containing curvescxtracted from
the carlier scctions, have been created: one for Co = .8,
Lg =200, and one for Co = .5, Lg = 200. In thesc plots,
showninFig. 15 and 16, the four curves show: the impact
of a Cg change of .1; the impact of a measured targct
radiance change of 4 (on the 0 to 255 scalc); the impact
of a measurcd "orizon radiance change of 4. and the
impact of systcm non-lincarity for the systcm at Otis.

All of these uncenainties can causc a certain amount
of error. The sensitivity to Cp uncertainty is very smail
when the target range is close to the visibility (near Cp =
.05), and fairly large when the target is closer. Unfortu-
nately however, the measurcment uncertaintics cause the
most error when the target range is close to the visibility.
That is, when the Cg impacts are lcast, the measurement
crror impacts arc largest.

There are some techniques for improving our Cgp
estimatcs, but in the final analysis the Cgy changes may be
most difficult to handle. The measurcment uncenaintics
may in many cases be mitigated by a combination of
improved measurements techniques and improved data
reduction techniques. Asthe magnitude and/orimpactof
measurement uncertainties are improved, it should be
possible 10 chose targets closer to the visual threshold,

which should help mitigate the impact of the C uncer-
lainties.

Another way to look at the system is to consider that
the ability to detcrmine visibility from turgets ranging
near the visibility depends on the ability 1o accurately
determing the difference between signals which are quite
close. This requires precision, stability, and accuracy in
the measurements acquired by the system. At the other
cxtreme, the ability to determine visibility from targets
which arc at closc range (and which therefore have
apparent contrast somewhat close 10 the inherent con-
trast) depends on our ability 10 accurately charactenze
the Cg values and their fluctuations.

In the short run, there are obvious ways in which
improvements can be made in terms of mcasurements.
Thescinclude kecping the horizon radiance near 200, and
measuring and applying the non-lincanty correction.
Other potential improvements such as correcting for chip
non-uniformity, to improve measurcment accuracy, may
ormay not be warranted. There arc a varicty of tests to
help us determine questions such as this one.

A significant improvement in the current accuracy
should be readily realized as thesc changes are enacted.
In the long run, as solid state sensors improve in stability
and noise handling, we should expect significant im-
provements in the measurement capabilitics. These in
tum should allow us to make better usc of the measure-
ment regimes in which the sensitivity to C, changes
becomes small,

As an cutcome of this study, there are a number of
changes and/or tests which should be considercd. These
fall roughly into two catcgonces. The first category is
changes having to do with measurcment accuracy, in-
cluding both improvements 1o the measurement accu-
racy, and changes to mitigate the impact of measurement
inaccuracy. The sccond category is changes havingto do
with the handling of non-idcal measurement conditions,
such as non-ideal targets or non-ideal horizon skics.
These two types of improvement catcgorics will be
discusscd below.

422 Recommended Improvements Relating to
Mecasurcment Accuracy

The firstand most obvious change recommended is to
ensurc that the honzon radiance is near 200 counts.
Whercas this does not initseif increase the measurement
accuracy, it signiicantly mitigates the cffects of mea-
surcmcent inaccuracy. With the MPL unit, the horizon
sigmal is currently ncar 100; we need to verify that the
camera response has not become truncated duc to inter-
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nal problems, and then adjust the auto-iris to yicld a
horizon brightness near 200. With the Otis unit, we
similarly need to determine the current signals which
occur for the horizon, and optimize them as necessary.

We nced 10 acquire a new linearity calibration for the
MPL unit, to determine how much change. if any, has
occurred since the oniginal calibration. It will be some-
what more difficult to acquire a lincarity calibration for
the Otis unit, but this is certainly something to do when
possible. I would propose that we incorporate applica-
tion of the lincarily correction into a test version of the
software. We should devise a technique for testing the
sensorresponse inthe field. Installationofalighttrap, to
enable testing of the dark end of the responsivity curve,
could help us begin testing the efficacy of this sort of in-
situ procedure.

Next, there arc several tests that involve investigation
of the magnitude of exisling measurement crrors.  As
discussed earlicr, both the horizon and target radiances
are impacted by noise, changes in full dark, and chipnon-
uniformity. Any change in full dark may be treated as
partof the sensor responsivity change documented by the
linearity calibration, and nced not be treated scparately
for now,

The magnitude of sysiem noisc averaged over the
horizon and target ROU's may be cvaluated by grabbing
several images of the same scenc in close temporal
succession, and comparing the resulling signals aver-
aged over the ROI's. The errors due to chip non-
uni;ormity may be evaluated using the lincarity calibra-
tion data. If onc wanis to know the magnitude of non-
uniformity for a given target location, one extracts the
signal for that 1arget ROl and for the horizon RO, but
using a calibration image of a uniform source. We can
thendccide if cither system noisc or chip non-uniformity
cause crrors large cnough to require compensation.

Since the impact of measurement crror is worst as V/
r approachcs the lower limit of 1.15, and the impact of
non-idcal Cyp is worst as V/r approaches 4.0, there is
benefitinavoiding these limits. Since the optimum range
is a function of the visibility, it is important 10 have
cnough targets so that there are always several within the
optimum range, for all possible visibility values.

Within the limits imposed by the availability of rcal
world targets, an effort should be made to sclect many
targets over a range of target distances. (For those
familiar with transmissometers, it may be helpful to note
that whereas a transmissomcter is reasonably accuraie
ovcr a range of visibility valucs determined by its base

length, the HSIH s reasonably accurate over a range of
visibility values determined by the target runges. By
using very ncar targets under low visibihty condiaons,
and far targets under high visibility conditions, we arce
creating an impact similar 1o adjusting the transmissom-
cter base length.)

Note also that it is very imponant that the range 10
these targets be determined accurately, since the errorin
visihility duc 10 an error in range is directly proporiional
to the range crror. This may involve driving out 1o the
sites, and visually identifying the targets being used.

4.2.3 Recommended Improvements Relating to
Non-ideat Conditions

There are several things which can be done 10 improve
the system with regard 1o non-ideal conditions.  First,
consider the impact of honzon sky problems. If the
measurcd horizon radiance isnot equal to the cquilibnum
radiance, there is a corresponding error in the visibility.
Under clear sky conditions, the ncar-horizon radiance is
cxpected to decrease away from the equilibrium radiance
value asthe elevation angle is increased. Thisoccurs duc
to the decreasing turbidity of the path of sight.

It would be instructive to extract the change in horizon
radiance over the range of clevation angle in the HS!
ficld-of-vicw. This can be donc with existing HSI
imagery. This would allow us 1o determine the range of
clevation angles which provide a sufficiently accurate
determination of the cquilibrium radiance (in the absence
of clouds).

Similarly, we should investigaic the incidence of
clouds on the honzon which are bright cnough to cause
crror. We can probably improve our hiandling of this
possibility by using two horizon ROF's, and che cking the
signal standard deviation in cach, as well as the differ-
ence in the average signals. If onc ROI has a high STD
and/or clevated signal, use of the other RO might avoid
the cloud. [f both ROI's have high STD's, there is
probably littic that can be done currently other than alen
the user, or potentially notuse the visibility for that scenc,
A test program to investigate these possibilities should be
implemcented.

Over the longer run, the case of cloud clutter at the
horizon might be addressed by the next generation larger
ficld-of-view WSI. If we make determinations using the
WSI of where the clouds are. it should be feasible to
utilize horizon ROI's which arc in the clear arcas indi-
cated by the WSI. Similarly, introduction of a red/bluc
filtcrchangerio the HSI could atiow determination of the
clear horizon rcgions for use in visibility determination.
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Finally comes the really difficult problem, changes is
Co. Once we have improved the accuracy of the sysicm
in the ways discussed above, we will probably want to
tackle determination of Cy. This is done by using the
median visibility determined from the available targets,
or an independently determined visibility, then deter-
mining what Cqy valucs for cach target will yield that
visibility.

It would be very helpful to run curves similar to the
ongcs in Shields, ct al, (1991), which dcterming the sensi-
tivity of the Co determination to known crrors, so that we
can adjust our technique appropriatcly. (For example,
we know intuitively that the targetls must be at closc
range, relative to the visibility, inorder for visibility to be
sensitive 1o Cg, which mcans targets must be close to
back out the Cg value. But docs measurement error then
cause undue problems?)

If we are successful with Cg extraction, a study of the
time variation in Co would be helpful. The equilibrium
radiance is expected to change as a function of the
scattering angle with respect to the sun. This gives us a
theoretical change in Cg due to the change in the horizon
brightness. If thisis dominant over changes due to target
brightness, the diurnal changes in Co might be reason-
ably prediciable.

4.3 Recommended Change to the HSI Visibility
Equation

The HSI uses Eq. 2.2 to determine visibility from the
measurcd apparent contrast of targets with respect to the
horizon. Atthis time, it is rccommendcd that the system
be changed to usce the cquation

C
V=rl In{—%
rns/n[CJ

(o

“.n

The current equation provides an estimate that is a
compromise between visibility and the human estimale
of visibility, this estimate is target dependent. Equation
4.1 would provide visibility determination consistent
with defined visibility, and yicld a result which is not
target dependent (in the absence of measurcment error).

Inorderto justify the above statements, the following
sections will first show a derivation of a form of the
Koschmiederequation, the cquation associated with clas-
sically defined visibility. Ncxt will be a derivation of
how visibility may be determined from measurements of
apparent contrast of targets of opportunity using the HSI.
Finally, the diffcrence between the current and proposced
equations is discussed.
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4.3.1 Derivation of The Koschmicder Equation

Toderive Koschmicder’s Equation, this section starts
with the definitions of radiance and contrast, then dis-
cusses the definition of visibility, and show how this
leads to the desired equation for visibility.

Radiance

The apparent radiance of a target, as measured from
range r, is given by

L (8, 0) =1L, (0,0 T,(0) + er(O. 61 (4.2
where

tlr (0, 9) = apparcent radiance of the target from a
range r with look-angle 0, ¢

0 zenith angle of the path of sight

Lo} = azimuth angic of the path of sight

tLo (8,9) = the inherent radis 1ce of the arget, ic.
the radiance measured from a range O

Tr (8) = the beam transmittance of the path of
sight

pLr{0.¢) = the path radiance of the path of sight

These terms are discussed in more detail in Duntley,
{1957). The first term represents that fraction of the
inherent radiance which reaches the obscrver at range r.
The second term, the path radiance, represcnts the radi-
ance from the surround, scattered into the path of sight by
the atmosphere along the path of sight. [t is the radiance
which would be observed if a target were totally black.

Asdiscussed indetail in Duntley, (1957), these tenms
are cxact for monochromatic radiance, however smatll
error is introduced by using the photopic passband asso-
ciatcd with human vision. (The photopic has a passband
of 100 nm, centered at 55 nm. The HSI utilizes a filter
with a passband of 70 nm, ccniered at 550 nnm.) For
convenience, a short-hand representation for Eq. 1, will
be used, as given below.

tbr = (Lo Tr + plr (4.3)
Contrast

Aterm of importance in visibility theory is the univer-
sal contrast of a target with respect to its background.
The contrast from range O is defined as the inherent
contrast, given below,
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Similarly, the apparent contrast, measured from range r,
is given by

C = '.Lr~ er

. (4.5)
er

To begin the derivation of the Koschmieder relation,
one substitutes the expression for apparent radiance (Eq.
4.3} in1o that for apparent contrast (Eq. 4.5), then simpli-
fies and regroups the expression, as shown below,

= L = bl = LL" T + PLrl"J‘aLo T, + PL"I
er

¢,

bL(, (KLO - bLo )

er bio

— ((Lo-4Ly)= T, (4.6)

Substituting the expression for inherent contrast (Eq.
4.4), this then becomes the following equation for appar-
ent contrast of the target.

C, =T, tke
r

" C, . @.n
er

This is an expression for the apparent contrast of any
target as viewed against any background.

Visibility

The WMO defines visibility as follows: *“Meteoro-
logical visibility by day is defined as the greatest distance
at which a black object of suitable dimensions, situated
near the ground, can be seen and recognized, when
obscrved against a background of fog or sky.” (Quoted
from Gordon 1979). As will be shown, under these
idcalized conditions, ahuman determination of visibility
approximates a mcasure of the atmos<pheric transmit-
lance.

ldealized Conditions

Now consider what happens if the idealized condi-
tions implied by the WMO definition are met. First,ifthe
pathof sight is horizontal, and optically uniform, and the
background is a clcar sky horizon radiance, then the
background radiance is the equilibrium radiance (Duntley,
1957). Under these conditior.s, as discussed in Duntley
1957 the apparent background radiance equalsthe inher-
ent background radiance. Equation 4.7 then becomes

Cr=Co Ty (4.8)

which is a form of the Koschmiedcr equation applying to
targets of any inherent contrast (Middlcton, p. 70, 1952).

Sccondly, if the target is precisely black, i.¢c. with
radiance equal 1o 0, then from Eq. 4.4 it may be secn that
Co becomes -1. Since the human visual threshold is
dependent only on the magnitude and not the sign of the
contrast, a Cg value of 1 may be substituted into Eq. 4.8.
The equation thus becomes

Cr=Tr . 4.9)

The Resuiting Koschmieder Equations

It is useful 1o define the transmissivity T, which s the
transmittance over unit distanre. [Douglas and Booker,
1977). Since the transmittance Ty over range 1 is related
to transmissivity 7 by

Tr=T" (4.10)
equation 4.9 becomes
Cr = Tl’ (4”)

To relate this equation to the psychophysically de-
fined visibility, one may note that the human detection of
objects against the horizon is dependent on the apparent
contrast of the object. That is, there is a human contrast
threshold g, which depends on a number of factors such
astargetsize, asdiscussed in Gordon 1979, Ifone defines
the visibility as the range at which the contrast of the
black target against the horizon sky approaches this
contrast threshold £, thenone mayletrgoto VinEq.4.11,
as the apparent contrast goes to threshold. The equation
then becomes

e=TV (4.12)

which is another form of the Koschmieder equation
(Douglas and Booker, p. 4-2, 1977).

This form of the Koschmicder equation may be con-
sidered a definition of visibility. It corresponds with the
psychophysical definition given above, and is the rela-
lion classically used by sensor systems such as point
scatter meters and nephelometers. The WMO recom-
mends using a threshold value € of .05 (Douglas and
Booker, 1977).

43.2 Determining the Visibility from Mcasured
Apparent Contrast

Visibility as a Function of Transmissiviry

Using Equation 4.12 as a definition of visibility, one
may conven the expression by taking the log of both
sides, (0 yield an cxpression for visibility

V=Ine/lnT . “4.13)

24




Measured Transmissivity

The HS!is used to measure the apparent contrast of a
near-black target with respect to the horizon, The target
does not have inherent contrast of -1, so we cannot make
the assumptions made earlicr. Consider Eq.4.7, repeated
below.,

4.11)

The background is still the horizon (since the contrast of
the target with respect to the horizon is used). But the
inherent contrast is not -1. Therefore the equation dc-
reribing the apparent contrast measured by the HS1 is

Cr = C()Tr = C()Tr . (4!5)

This apparcnt contrast is measured at some range 1,
not equal to visibility. The apparent contrast in general
does not cqual the contrast threshold. However, by
knowing the range and the inherent contrast, this mea-
surcment of the apparent contrast may be used as a
measure of the transmissivity, as follows. From Eq.4.15,
we have

C
=L =" 4.16
C. 4.16)
for thc HSI measurement, from which
In [%): (T 4.17)

which yields an expression for the transmissivity,

1 C
In7T=~1 -
T [6)

This shows how the transmissivity of the atmosphere
may be determined from the measured apparent contrast
of anon-black target, with respect to the horizon, at range
L.

(4.18)

Resulting Expression for Visibility from Measured Pa-
rameters

Now, this mcasured transmissivity may be substituted
dircctly into the defining equation for visibility, Eq.4.13,
to yicld

Ine

.l_ln _.C__L
T C,
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{4.20

This shows how the classically defincd visibility may be
determined from the HSI measurements.

433  Relationship between the Proposed and
Current Equation

The current cquation may be derived by using a
pscudo visibility, that is by replacing Eq. 4.12 with the
equation

£
G

=TV
4.21)
This is equivalent to using Eq. 4.8, ratherthan 4.9. This

defines the range at which the apparent contrast of the
non-black target reaches a human threshold contrast.

Thus this pseudo-visibility V' is the greatest distance
at which a NON-black object of suitable dimensions,
situated near the ground, can be seen and recognized,
when observed against a background of fog orsky. Itis
somewhat less thanthe visibility, depending on how non-
black the target is. For a gray object ot 0.8 inherent
contrast, V’ is 7% less than the visibility. (V' is not
equivalent to the visual range to the target, unless the
target is large and scen against the horizon sky.)

The proposed cquation (Eq. 4.1 or 4.20) is not target
dependent (in the absence of experimental error), and is
consistent with the definition of visibility. The current
equation (Eq. 2.2) represents what a human might esti-
mate for visibility if viewing large non-black targets
against the horizon. The proposed equation represents
what a human might estimate for visibility if viewing
large black targets against the horizon. Thus, if the shift
is made to the proposed equation, the HS! will be more
sclf-consistent, and more consistent with visibility as
defined by the WMO, but less consistent with human
estimates made with non-ideal targets.

5. RELATED STUDIES

Whereas the development work on this contract was
direcied primarily toward improvement of the visibility
capability, related work in the cloud determination capa-
bility, funded under separate contract, resulied in devel-
opments which arc directly applicable 1o the HSI/WSI
composite system. The first of these related efforts was
development of an improved cloud detection algorithm
for the WSI (Kochler, et al, 1991), and the second was




development of a night-capable WSI system (Shields, et
al, 1991).

5.1 Directional Cloud Decision Algorithm

As discussed in Section 2.2, the WSI data undergo
several processing steps to yield a cloud decision image,
in which opaque cloud, thin cloud, and clear sky are
identified. Scveral calibrations are applicd in this pro-
cess. and then a red/blue ratio image is generated.

This ratio image is much more appropriate than the
original radiance image for use in cloud detection, for a
number of reasons. Itisunrealistictousca fixed radiance
threshold, because the radiance of dark clouds can be
darker than the radiance of the sky. A radiance threshold
would also be quite difficult, because the radiance of the
background sky varies considerably over the image, and
also varies significantly at different times of the day.

By using a spectral ratio, this first normalizes most of
the clear sky variance over the image, as well as most of
the variance as a function of time of day. It also allows
a clean distinction between the dark or gray clouds and
the dark blue sky. Most of the early data processing of
WSI data used a ratio threshold to identify the clouds.

The opaquc clouds are detected quite well through use
of a fixed ratio threshold. We find that the opaque clouds
have a well defined spectral signature (as measured at the
two wavelengths used by the WSI), which is reasonably
independent of the solar zenith angle and cloud zenith
angle. The fixed ratio threshold works well under a
varicty of conditions, for daytime use (cxcept near dawn
and sunsct), and is used in both the original algorithm and
the new directional algorithm.

Thin clouds are better represented as a perturbation
with respect to the background sky ratio. Even though
the background sky ratio is much less variable than the
sky radiance, there remains some variance over the sky.
In particular, the ratio is higher near the sun and near the
horizon.

Scveral contrail cases were studied in an effort to
detcrminc the relationship between thin clouds and their
background sky conditions. We found that the ratio of
thin cloud red/bluc radiance ratio to the clear sky back-
ground red/bluc radiance ratio remains tairly constant
along sections of contrails exhibiting uniform optical
propertics. [{the clearsky background ratio were known,
a thin cloud discrimination could then be based on
whether the observed ratioexceeds the background ratio,
and the degree of “thinness” could be estimated by the
observed/background ratio. The thin cloud decision

“problem” then becomes one of determining a reason-
able estimnate of the clear sky background ratio.

The red/blue clear sky ratio distribution is influenced
by many factors the most important of which are the solar
zenith angle, and the haze features of the atmosphernc
boundary layer. Figure 17 showsthe variation of the ratio
distribution as a functionof solar zenith angle. Note how
the clear sky background “whitens” (r/b ratio increases)
as the sun approaches the horicon. Figure 18 ilustrates
the boundary layer haze influence, with the pristine
February Arctic air mass yielding “bluer” ratios than the
haze laden air mass from July.
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Fig. 17 Clear Sky Solar Zenith Angle Dependence:
11/Feb/89 - Columbia, MO
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Fig. 18 Clcar Sky Haze Layer Dependence:
Columbia, MO, 1989

Several approaches 1o modeling the backgroundclear
sky ratio were cvaluated. It was determined that due 1o
variations in mixing layer height and prevailing airmass
type at different sites, it was more efficacious to use
mcasurcments of the clear sky ratio over aperiod of time
at a given site, rather than model the clear sky ratio.

As the visibility changes, and the acrosol changes
from day to day or hour to hour, the magnitude of the
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clear sky ratio changes. The modeling implied that these
changes are proportional for the full sky scene. That is,
a change from a very clear day to a hazy day results in a
nearly constant fractional change in the r/b ratio. The
WSI data were used to verify that this relationship holds
reasonably well over a wide range of conditions. This
result allowed us to use a clear sky background which
depends on the haze level, in the new cloud algorithm. In
effect, this means that a sky which is white due to haze,
as opposed to thin cloud, is identified as clear.

In summary, the directional algorithm first identifies
the opaque ctouds through a fixed ratio threshold. Then
the thin clouds are identified with respect 10 a back-
ground clear sky r/b ratio which has been normalized for
haze level.

A sample cloud decision image resulting from the
directional algorithm is shown in Fig. 19. A fixed
threshold algorithm would have identified the down-sun
portions of this contrail as clear. The directional algo-
rithm is quite effective in removing this directional bias.

JASHARLE THAESHOD

Fig. 19 Variable threshold cloud decision image

The directional algorithm has not been programmed
into the composite HSI/WSI system, due to limited
funding. However the conversion of the system to
include this update is quite practical.

5.2 Development of the Day/Night WSI

A major accomplishment of the Optical Systems
Group has been the development of a WSI system
capable of acquisition of night imagery.

The Day/Night WSI takes advantage of many of the
technologies used in the Day WSL The new system
includes a larger fisheye lens, with high throughput und
full upper hemisphere coverage down to 90 degrees
zenith angle. This enables detection of the vertical
buildup onthe horizon, as well as providing full coverage
for comparison with the meteorological observer. 1t ix
also useful in characterizing the HSI backgrounds with
respect to the presence of cloud clutter.

The Day/Night WSI uses aslow scan Charge Coupled
Device (CCD) sensor io yield the additional sensitivity
required for night operation. Spectral filters arc used, us
with the Day WSI, at least down 10 quarier moon condi-
tions. A fiberoptic {aperis used in place of the previously
used lens relay system, to resize and relocate the image
plane. The Day WSI's equatorially driven solar occultor
is replaced in the Day/Night system with a zenith/azi-
muth dual drive occultor, in order to more readily transi-
tion from sun to moon occultation and adapt 1o usc on
moving platforms.

One of the important design criteria is the large range
of flux levels the system must be able to deal with. Figure
20 shows the naturally occurring illuminance levels
under a variety of lighting conditions. These data are
from the work of Brown 1952, and are consistent with
irradiance measurements acquired by our group at the
Visibility Lab over a period of several years. InFig. 20,
the daytime illuminance conditions the Day WSI has had
to deal with are shown in the top two curves on the right
side of the plot. These represent clear to dark storm
conditions for sun zenith angies 0 to 90 degrees. The
Day/Night WSI can acquire imagery at 450nm and
650nm down to quarter moon and urban starlight condi-
tions. For rural starlight conditions, it is currently neces-
sary to use open-hole. This represents approximatcly a9
log range of lighting conditions. The sensor is designed
to obtain the necessary sensitivity range by using the
approximately 3-4 log sensitivity of the camera chip, 2-
3 logs range from exposure control, and 2-S logs range
through neutral density filter control.

Two sample night images arc showninFig. 21. Those
images were acquired in San Diego. Fig. 2la was
acquired under starlight (no moon) conditions, with a 25
second exposurc. Flux levels were quite adequate. Fig.
21b was acquired under moonlight. Only the more dense
portions of the cloud layer were visually detected at the
time.

One of the Day/Night WSI units has been ficlded in
New Mexico, and is acquiring very high quality data.
The night cloud decision algorithms are in development
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a) Starlight (no moon) conditions.
11 Sep 91, 25 seconds integration

k3

b) Moonlight conditions.
18 Sep 91, 30 seconds integration

Fig. 21 Sample Night Sky Images from the Day/Night WSI

at this time. The Day/Night WSI has many applications,
potentially including the automated weather system for
which the composite HSI/WSI system was developed.

6. RECOMMENDATIONS

The Composite HSI/WSI is a very capable, unique
system applicable to both research applications and auto-
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mated weather systems. In spite of its high degree of
curreni capability, there remain several arcas of develop-
ment which hold significant potential.

The first potential development arca to be discussed
below is conversion of these systems into tactical sys-
tems, or more generally to small, relatively inexpensive
systems which could be appiied by a broader user base.
The second development arca has to do with improve-
ment of the quality and capabilitics of the current system.
These include further development and testing of the
night visibility capability, and improvements in both the
visibility and cloud algorithms. The third development
area involves combining both systems into one optical
system capable of determining not only cloud cover,
visibility, and radiance distribution, but directional ter-
rainreflectance as well. These three areas of research and
development are discussed in the following sections.

6.1 Compact and Ruggedized Systems

In order to make the WSI and the HSI more available
to both the research community and the tactical military
community, it is highly desirable to develop versions of
these instruments which are smaller and less costly. Itis
important that such systems requirc minimal intcrven-
tion by personnel highly trained in the engineering of the
systems. The WSI and HSI units have been operational
for several years; development of compact, tactical ver-
sions of these units is both feasible and appropriate at this
time.

6.1.1 A Compact WSI System

In order to create a compact version of the WSI, we
must consider the sensor, the controller, and the power
requirements. Up to this point, the sensor has consisted
of a single solid state camera (CID in the Day WSI, and
a slow scan CCD in the Day/Night WSI), with a filter
changer, aperture control, fisheye and relay optics, and
occultor.

It should be feasible to miniaturize this combination
primarily through use of a color camera, to acquire the
necessary imagery. In order to evaluate this possibility,
the Optical Systems Group has performed tests of a 3-
chip color camera, acquiring imagery of clouds and sky.
We determined that it is possible to extract the red and
blue components of the colorimage separately, and ratio
them just as one would the red and blue images acquired
with the current image.

If the Compact WSI makes usc of such a color camera,
it should not be necessary to usc a filtcr changer. Addi-
tionally, since the colorimages would be acquired simul-




taneously, rather than in separate grabs 2 seconds apart,
use of an auto iris becomes practical in the compact WSI.
The color camera does not have the same flexibility in
control of the filter choices, however it has the advantage
of compact size. Also, due to simultaneity of the color
image acquisitions, applications in quickly changing
environments, such as onboard an aircraft, become more
practical.

There are a variety of camera choices, depending on
the desired trade-off between resolution and cost. The
color camera used in the above tests yielded full 512 x
512 images independently in each color (RGB), to yield
resolution equivalent to that of the current WSI. Less
costly cameras are available at lower resolution,

Without the need for spectral filters and computer
control of the aperture, much of the requirement for
interface between the computer and sensor is relieved. If
in addition the occultor is independently controlled
through a small programmable device (micro controlier),
this eliminates the need for much of the logic and me-
chanical control inherent in the current system.

Itis possible to further decrease the size of the control
hardware by taking advantage of the significant progress
which has been made in recent years in combining a
variety of functions on a single computer board. With a
configuration much like the current lap-top computers,
possibly with a single image board added, it should be
possible to enable the most basic capabilities of the
current WSI with a much smaller computer system.

Cooling remains in issue for the compact WSI, how-
ever with a much smaller sensor package to keep cooled,
it should be feasible to convert from the large chiller
system currently in use to a smaller cooler such as a
thermo-electric system. This conversion of the cooling
system would also minimize the power requirements of
the full system.

The WSI system is currently quite intensive in its
requirement for interaction of trained personnel. This
interactionranges from radiometric calibration, and analy-
sis of the calibration results, to evaluation of the clear sky
background used in the directional algorithm. Regarding
the calibrations, the primary calibrations involved are
image size and flux control calibrations, linearity, and
red/blue relative radiance calibrations.

With the compact sensr package discussed above,
the first two of these calibrations would no longer be
required. An automatic in-field calibrator would be
developed to test the linearity and relative spectral re-
sponsc. Following initial calibration and setup, the

calibration could then be automatically updated in the
field at 3-month intervals (or as required) with the in-
field calibrator.

Regarding evaluation of the clear sky background,
this evaluation is necessary only for the thin cloud
algorithm. As a first approach, the system could be
trained to identify only opaque clouds. For thin clouds,
if one can accept lower resolution than that used in the
current WSI system, there are several possible algo-
rithms which may prove 10 yield adequate thin cloud
detection.

Thus both the WSI hardware and software have ma-
tured to the point that development of a compact, more
transportable system is very feasible. The tactical mili-
tary application is an obvious candidate for use of sucha
system. Likewise, availability of these units for a variety
of research application would be highly desirable.

6.1.2 A Compact HSI System

The development of a compact HSI unit would appear
to require more technical compromises than required for
development of a compact WSI unit. The scheme cur-
rently used in the HSI, measurement of the apparent
contrast of a dark target with respect to the sky, requires
a high resolution image. The HSI uses a very high
angular resolution rotary table, in order to access the full
360 degree surrounding horizon with the small field of
view optics, acquiring many images at representative
azimuthal points. The rotary table is probably not prac-
tical to compartmentize at this point.

A reasonable technical compromise between the need
toeliminate the rotary table and the need fortight angular
control is the use of a hand held, narrow field of view
optical system with crosshairs. A user would point the
crosshairs at a dark target of interest, acquire the image,
and then acquire the image of the horizon sky. The
system could then automatically compute the visibility in
that azimuthal direction. This would require that the user
input an estimate of the range to the target.

With this approach, the automation of the HSI is
sacrificed in return for a convenient, transportable unit.
The resulting visibilities should be reasonably accurate,
if an accurate range to the target is input.

A sccond approach to determination of visibility is to
use the same optical system used for the WSI (either the
current or the compact). The shape and magnitude of the
clear sky background ratio provides a great deal of
information related to the visibility and height of the
inversion layer. The current cloud algorithm makes usc
of the nearly proportional relation between visibility and
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the magnitude of the clear sky background ratio ata given
site. Qurgroup, previously at the Visibility Lab, has done
cxpenimental work with this inversion technique in the
past; sec Gordon (1985).

Thus a tactical visibility scnsor seems rcasonable to
cvaluate, however it may not be possible to retain the
automated capability in a small tactical visibility device
based on the HSI.

6.2 Improvements of Quality and Capability of
the Current HSI/WSI

Even if development of a compact WSI and/or HSI
system comes to fruttion, the current system remains
valuable complement as a high accuracy research instru-
ment. In this mode, the instrument may be used for
making precisionmcasurcments formodel evaluation, as
well as in support of test sites. There are several areas of
potential improvements, which will only be summarized
here, since they have beendiscussed earlierin this report.

6.2.1 Integration of the Sensitivity Study Results

As discussed in Section 4.2, a sensitivity study re-
vealed several arcas of potential improvement to the
system. Of these, the most significant were probably as
follows. The lincarity of the camera should be measured
and applied to the imagery on a routine basis. The
horizon region of interest should be evaluated for cloud
clutter, so that clear horizon is used. And a better range
of targets should be used, with a sorting algorithm that
gives more preference to those targets expected to yield
accurate results.

6.2.2 Addition of the Directional Algorithm

As discussed in Section 5.1, a more accurate direc-
tional cloud algorithm has been developed under sepa-
rate funding, which applies to WSI data. The current
composite system contains the older code, based on a
fixed ratio threshold. This technique is quite accurate for
opaque clouds (if the proper calibration inputs are up to
date), however it tends to under-estimate the down-sun
thin cloud amount. Up to this point, the directional cloud
algorithm has required some analyst intervention in the
selection of the haze normalization. As this sclection
process becomes more automated, it becomes appropri-
ateto convert the logic in the composite system to include
the directional cloud algorithm, thus resulting in more
accurate thin cloud assessment.

6.2.3 Further Development of Night Visibility

During this year, theoretical analysis was developed
which showed how to determine visibility from measure-
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ments of hghts of opportunity at night (Section 3.2y
Progrants were developed to allow the acquisition of test
data (Scction 3.4), and the data yielded reasonable results
(Scction 3.6). However an cvaluation of the camcera
performance indicated that the camera currenty used in
the system should be replaced for night applications
{Section 3.5).

We recommend that an evaluation of alternate camera
sensor choices should be made, after which furtherdevel-
opment of the automated night visibility capability can
procced. This development should include an crror
analysis of the proposed theoretical methods, program-
ming of the sclected method, and evaluation of engineer-
ing considerations such as the stability of availablc light
sources.

6.3 A 220 Degree Whole Sky Imager

A super wide angle version of the WSI that presently
is under consideration at MPL would use a 220 degree
field of view super fisheyc lens which is currently avail-
able. Thus the full scene would include the overhead sky
dome, the local horizon, and the surrounding terrain,
Output products related to cloud cover would be pro-
duced in a manner similar to that used in the current WSI
systems.

In addition, bi-directional surface reflectance data
may be derived from the composite sun-sky-surface
radiance measurements. Ourexperience to date with the
Nikkor 8 mm fishcye used in the Day/Night WSI (EO
Camera 6) illustrates outstanding image quality and
angular resolution right up 10 the outside edge of cach
image. Assuming equal quality in the Nikkor 6mm
supcrfisheye, the detection and identification of horizon
targets and ncarby surface featurcs should enable the
extraction of the desired surface radiance. The 512x 512
chip would yield about 0.4 degrees per pixel, and 0.2
degrees per pixel may be obtained with the use of a 1024
x 1024 chip.

In addition to cloud cover, sky radiance, surface
radiance, and surface reflectance properties, this system
has potential for detcrmination of the visibility. Initial
cxperimental cvaluation of proprietary techniques for
zooming into sclected subsets of the image has yielded
positive results. By zooming into selected regions ncar
the horizon, application of algorithms much like those
uscd in the HSI may become feasible. Thus this 220
degree system has tremendous potential for a varicty of
applications requiring characterization of the atmosphere/
surface radiative and metcorological propertics.




7. SUMMARY

The Automated Observing Sysiem combines the ca-
pabilitics of the Whole Sky Imager for cloud field assess-
ment, and the Horizon Scanning Imager for determina-
tion of the sector visibility. During the past funding
interval, much of the effort on this system was directed
toward development of night visibility capability. A
theoretical development of the equations and analytic
approaches to night visibility has been completed. The
derived equations allow one to rigorously derive the
visibility from measurements acquired at night with the
system.

A variety of hardware and software adaptations have
been completed. These include building the elecironics
necessary to enable acquisition of imagery with multipie
integration periods. This change required extensive
software changes, as well as use of a new image board.
As a result of the lack of downward compatibility in the
image boards, significant work to adapt thc Day WSI and
HSI code to the new image board was also required.

Test and calibration data indicate that the system is
working reasonably normally, although the aging char-
acteristics of the C1D camera appearto make it unsuitable
for night visibility. We recommend conversion of the
system to a more sensitive CCD, System performance
was adequate, however, to test the night visibility scheme.
The results of the test were very positive, yielding appro-
priatc values for visibility at night. Additional work in
the automation of this tcchnique, as well as error analysis,
is recommended.

During this period, an in-depth scnsitivity analysis of
the daytime visibility system was completed. Several
areas for improvement of the day visibility determina-
tions were identified.

Our recommendations include further development
of the above issues. In addition, we feel that the system
has evolved to the point that development of a tactical
system for cloud cover and possibly visibility is both
feasible and appropriate. Such a system could be por-
table and compact, and run on batterics, to provide
measurements of opaque and thin cloud cover.
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